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Contributions to the Growth of the 
National Spatial Data Infrastructure (NSDI) 

Over the past decade, spatial data has become a critical information resource in both the public and private sectors.  As the technology has evolved and the store of spatial data has grown exponentially, developers and users have recognized a clear need for national coordination of their efforts to assure the most effective and efficient assembly and application of spatial data.

The National Spatial Data Infrastructure includes a combination of technology, policies, standards and human resources necessary to acquire, process, store, distribute, and improve utilization of geospatial data.  The NSDI’s growth and enhancement requires collaborative efforts of many organizations – including the private sector, academia and all levels of government. 

FGDC member agencies and collaborating partners continually contribute to NSDI development through activities that promote collaboration, data sharing, and interoperability.  The following success stories demonstrate the progress towards the vision of a fully operable NSDI.

 Accessing Timely, Effective Fire Management Information 

Challenge: Fire managers in the U.S. Forest Service and other federal land management agencies required geospatial products providing a current, synoptic view of wildfires across regions and multi-state areas.  To assure efficacy, the data and products needed to be timely, provide comprehensive geographic coverage, and be easy to access and use.
Action: The Forest Service enhanced its MODIS Active Fire Mapping Program to integrate near real-time data from MODIS direct readout ground stations at strategic locations throughout the U.S.  Satellite-based fire detection data from these stations is relayed to the Forest Service immediately after acquisition.  

Result: Timely fire detection data, imagery and mapping products are available via the Forest Service MODIS Active Fire Mapping program Web site and also simultaneously shared with multiple geospatial data portals (e.g., Geospatial One-Stop, Geography Network). This ensures access to comprehensive and current fire data for the U.S. by all levels of government, academia and the general public to support a wide variety of fire management applications and mapping, analysis and information needs.  
Developing a Metadata Mining Tool
Challenge: More effective and efficient ways of developing metadata files were needed.
Action: The Forest Service developed a tool that works within ArcGIS software to populate certain components of standard metadata in an automated fashion.

Result: Version 1 of the Metadata Mining Tool is undergoing pilot testing in the Forest Service’s Alaska region.  

Providing Timely Imagery Updates 

Challenge: Up-to-date replacement of orthoimagery, along with year-specific imagery, was needed to facilitate agricultural, conservation and disaster program administration, and to satisfy maintenance and compliance needs.

Action: In 2006, as part of the ongoing National Agriculture Imagery Program (NAIP), USDA’s Farm Service Agency (FSA) acquired 1-meter resolution imagery in 13 states and 2-meter resolution imagery over agricultural lands for the remaining 37 states. This program covered 2.6 million square miles and included more than $7 million in federal and state agency partnership contributions.  NAIP imagery is in the public domain, distributed through the USDA Geospatial Data Gateway, and accessible through Geospatial One-Stop. 
Result: NAIP offers timely imagery to support USDA programs and is a valuable data set to farmers for maximizing crop output and health, as well as planning for the future.  This imagery also is used by other federal, state and local entities – and by commercial and private interests – providing high-resolution data sets for rural areas and for many small and mid-range urban areas.  NAIP also offers current and consistent ortho imagery for pre-disaster baseline information or post-disaster assessment.
Assuring Accurate Centerline and Boundary Data
Challenge: There was a critical need for more accurate road centerline data and for updated boundary data nationwide.

Action: The Census Bureau has a multi-year project to realign street features in the TIGER (Topologically Integrated Geographic Encoding and Referencing system) database to a minimum of 7.6 meters of horizontal positional accuracy, using state, tribal, county, and local files wherever possible.  More than 1,800 of these files have been used to date.  Local hydrography or the National Hydrographic Dataset (NHD) is used where it is available at medium or higher resolution.

Result: All agencies, local governments and private individuals have free and clear access to accurate road centerline data and geographic boundary data that is in the public domain and freely downloadable from the Census Bureau’s Web site.

Defining Digital Maritime Zones

Challenge: Digital maritime zones were needed to facilitate more precise enforcement, ocean governance, fisheries management, and marine transportation.  The maritime zones are the territorial sea at 12 nautical miles, the contiguous zone at 24 nautical miles, and the Exclusive Economic Zone at 200 nautical miles.  Also included are the Three Nautical Mile Line and the Nine Nautical Mile Natural Resources Boundary, which mark the inner limit of federal jurisdiction for some laws.  
Action: The NOAA Office of Coast Survey, as a member of the ad hoc Committee on the U.S. Baseline, has begun work to create and distribute legal, digital maritime limits and a national baseline for the coastal United States. To establish these limits, the Office of Coast Survey is working with representatives of MMS and Department of State to coordinate and combine expertise through the use of Law of the Sea software.  This coordination includes an exchange of source data, technical and legal expertise, and training to ensure that the limits meet international standards as set forth in the Law of the Sea Convention.
Result: Digital limits and a national baseline for the Hawaiian Islands, Puerto Rico, U.S. Virgin Islands, and the continental U.S. have been completed and posted to the Internet.  Alaska and the U.S. island territories are underway and will be complete by the end of FY07.  
Enhancing Data Coordination to Leverage Other Investments
Challenge: DHS’s Federal Emergency Management Agency (FEMA) needed to constantly improve the levels and quality of its coordination with a wide of range of other federal agencies, and with state and local entities, in the collection and management of geospatial data under FEMA’s Map Modernization Program. 

Action: FEMA focused on outreach to state and local partners through FEMA’s regional offices and mapping contractors. Regional Management Centers (RMC) developed working relationships with the NSGIC representatives in their states to facilitate a coordinated approach to data sharing. RMCs also entered metadata records into the NDEP and NDOP project tracker Web sites for any state and local elevation data sets that were planned to be used on FEMA DFIRM projects for 2006 in their region.  

Result: During 2006, FEMA leveraged a total of $33 million in terrain data, orthophotography and geospatial data based on an investment of approximately $3.9 million. Notably, FEMA partnered with the U.S. Army Corps of Engineers (USACE) to obtain terrain information developed by the Corps. FEMA has inventoried more than 600 elevation data sets and more than 580 imagery data sets that may be of interest to its partners. These data sets will be cataloged on the FEMA Mapping Information Platform (MIP) www.hazards.fema.gov. The 133 Urban Area Initiative at NGA and USGS collects high-resolution orthophotography and LIDAR of the defined urban areas. A five mile buffer was established around the defined Urban Areas to capture all potential FEMA projects that might produce data useful to NGA and the USGS.
Facilitating Data Sharing to Help Southwest Border Communities
Challenge: Lack of adequate information on unincorporated border communities, known as colonias, along the Southwest U.S. border posed a challenge.  Colonias lack adequate infrastructure and are characterized by substandard housing, poor health conditions, poverty, and often unregulated development. The Department of Housing and Urban Development, the Department of Agriculture, the Department of Health and Human Services, and the Environmental Protection Agency needed better information to respond to the unique needs of these colonias. 

Action: Complementing work already being done for Texas by the Office of the Attorney General (OAG) and the Texas Water Development Board (TWDB), HUD worked with the DOE/Oak Ridge National Laboratory (ORNL) and state and local entities to create consistent boundary files for colonias in Arizona, California, and New Mexico.  Dynamic allocation methodologies, which can be reused for other purposes, were then designed and developed to assign census and other data to these non-census boundaries.

Result: HUD/PD&R, with assistance from DOE/ORNL, is creating a Web-enabled Southwest Border Colonia Research Database using open source public domain Internet technologies that will enable users to provide feedback, download boundary and data files, and query data about individual colonias. This resource will help better leverage resources, reduce duplication of effort and facilitate data sharing across agencies to better meet the needs of colonia residents.
Collaborating and Collecting Imagery in Nevada
Challenge: National Agricultural Imagery Program (NAIP) data was needed for agricultural lands in Nevada.

Action: The effort became a statewide interagency project to collect data for the entire state.  The challenge was to coordinate entities at the federal, state, and local levels and raise $1.6 million in funding.  Participants included U.S. Bureau of Land Management, U.S. Fish & Wildlife Service, U.S. Geological Survey, U.S. Natural Resource Conservation Service, Nevada Department of Transportation, Nevada Bureau of Mines and Geology, Southern Nevada Water District, Washoe County, and University of Nevada Reno - Keck Library.
Result: Data currently is being captured. It will be shared among participating entities and made available to the public.
Building a Geographic Coordinate Database

Challenge: Business managers faced an increasingly complex environment of complicated transactions, legal challenges, and deteriorating and difficult-to-access land records.  These records are important in making decisions not only in land management but in legal transactions involving property rights. 
Action: The source of most of the Public Land Survey System (PLSS) data in National Integrated Lands System (NILS) is the Geographic Coordinate Data Base (GCDB) data collected by the BLM state offices.  Survey boundaries are drawn by determining geographic coordinates for established survey positions.  GCDB specialists use adjustment computations to determine the best position for corners of townships, sections, aliquot parts, government lots, and special surveys.  Land descriptions are assigned to each land unit and the GCDB is collected on a township basis into data files, or flat files.  The flat files are then imported into a geospatial database and the data are managed using the interactive NILS tools.

Result: The data collection of geographic coordinate information begun in 1989 by the Bureau of Land Management (BLM) continues today.  GCDB data has been collected for approximately three quarters of the townships in the Western United States and more than 400 townships east of the Mississippi River, thus making legal land information more accessible through NILS. 
Establishing Standard Data Sets for Land Information
Challenge: Standard sets of data were needed to represent the Public Land Survey System (PLSS) and parcel data that are collectively agreed upon, maintained, and used by all levels of government and private industry for mapping and GIS.
Action: The BLM worked with states, counties and other agencies to initiate the establishment of “standard data sets” for the PLSS in four Western states as pilots to determine data content, themes and format.  

Result: Standards data sets have been proposed for the four states based upon a combination of BLM’s GCDB data, along with data from counties and other federal agencies, to produce complete, seamless data sets.  These initiatives, along with similar efforts in other selected states, should be completed in 2007. Similar initiatives will also be conducted for parcel data in 2007.
Publishing Data to GOS

Challenge: All Department of Interior bureaus are responsible for publishing geospatial data via geodata.gov, the Geospatial One-Stop (GOS) portal.  

Action: The NPS GIS and Inventory & Monitoring programs have collaborated to integrate several disparate, legacy metadata applications and data servers into a revised system called the Natural Resource GIS Metadata and Data Store. The Data Store allows local data stewards across the NPS to publish their metadata and data holdings to a central system with relatively standardized integrated metadata, and data management and dissemination capabilities.  To facilitate publishing all geospatial data to geodata.gov, the Data Store metadata records are harvested and indexed automatically into the GOS portal. 

Result: The Natural Resource GIS Data Store currently is posting more than 15,000 non-sensitive geospatial metadata records to the GOS portal.  

Building the Wetlands Layer of the NSDI
Challenge: Comprehensive geospatial data on wetlands is vital to meeting a range of agricultural and environmental challenges. In FY 2005, online wetlands digital data was available for less than half the Nation, with only a small fraction of current data.  Yet customer demand has grown exponentially, with 43 million user requests in FY 2006.  Users reported that the digital wetlands data that is available is not current or detailed enough to meet their GIS needs and asked for wetlands data where none currently exists. 

Action: To expand the production of wetlands data in FY 2006, the u.s. Fish and Wildlife Service (FWS) National Wetlands Inventory (Inventory) partnered with the U.S. Geological Survey (USGS) to convert Inventory maps to online digital data for Louisiana during the aftermath of Hurricanes Katrina and Rita, allowing the FWS to distribute coverage for almost 12 million acres to help recovery and planning efforts.  The State of California also converted Inventory maps to digital data for an area spanning 24 million acres, one of the largest contributions of digitized wetlands data, and provided funding for other wetlands mapping and updates of key areas.  In addition, the State of Iowa updated wetland maps for almost 9 million acres of landscape as part an ongoing partnership with the Inventory to completely update the State’s wetlands layer from 1980 era maps.
Result: In FY 2006, the Inventory added 66 million acres online, a six-fold annual increase from FY 2005, bringing the cumulative total of digital wetlands mapped to 53 percent of the Nation.  In addition, the number of Inventory maps 10 years old or less increased to about 4 percent of the Nation, with a similar increase in accuracy and level of detail.  Most of these increases resulted from partnerships with other State and Federal agencies.  The Inventory added the new digital wetlands data to the online Wetlands Mapper and the wetlands layer of The National Map.  This increase in digital wetlands data for the Nation’s landscape is benefiting FWS customers and users as varied as FEMA, USGS, the FWS Endangered Species Recovery Program, State Departments of Transportation, Ducks Unlimited, and the California Coastal Commission.
Mapping Tools for Marine Environment Management

Challenge:  Under the Energy Policy Act of 2005 and OMB Circular A-16, the Minerals Management Service of the Department of Interior was required to develop a digital Multi-Purpose Marine Cadastre to provide multiple users with Web-based mapping tools for better management of the marine environment.

Action:  Plans were developed for an Internet mapping system that displays many different marine-related data layers in a seamless view, based on OGC (Open Geospatial Consortium) specifications.

Result:  Work has begun to produce interoperable Internet mapping sites at participating agencies.  Both government and the private sector will feed information into a central data viewer built specifically for this project.  These same Web services also will be made available via GOS, under the “Oceans” community.

Creating an Inventory Tool for the Nation

Challenge: No “living” inventory system existed for state, tribal and local governments and only 25% of these entities created FGDC-compliant metadata.  As a result, federal agencies routinely request inventories for their programmatic purposes.

Action: Using a grant from the National Oceanic and Atmospheric Administration, the National States Geographic Information Council created the Ramona System that inventories individual users, their organizations, organizational practices and policies, and data holdings.

Result: The nation now has a single inventory tool that can be accessed by every government agency.  Ramona provides management reports for system administrators and forwards “starter” metadata to the Geospatial One-Stop Portal for data discovery purposes.

Developing Cooperative Funding Strategies 

Challenge: Implementation of the NSDI business case for data and information sharing was complicated because individual agency activities and funding still were driven primarily by agency missions and appropriated funding, operating separately from NSDI coordination.  Collaborative funding strategies were needed to facilitate sustainable partnerships, with multi-year funding provided for joint projects.
Action: The USGS National Geospatial Program Office has developed and monitors 11 performance metrics to assess USGS’s NSDI business activities.  These metrics are coordinated with strategies and annual guidance and tracked on a quarterly basis.  These metrics address geospatial data coverages for the A-16 data themes, volume of data managed and disseminated, number of formal partnerships, number of workshops and training opportunities provided in support of partnerships, access to geospatial data, and number of standards implemented
Result: For FY06, the USGS/GIO/NGPO exceeded 9 of the 11 performance metrics.  This was due primarily to close partnership coordination, leveraging financial resources and managing deliverables.    It takes years of effort to develop and cultivate true sustainable partnerships. Collaborative funding strategies and innovative approaches continue to be needed to further support and facilitate sustainable partnerships such as those required for initiatives such as Imagery for the Nation.
Developing Consistent Geospatial Metadata

Challenge: EPA needed consistent geospatial metadata for agency business.
Action: EPA implemented the Geospatial Metadata Portal (also known as the “GeoData Gateway”) as an upgrade of its Geospatial Data Index.  User outreach and assistance was provided to ensure that geospatial metadata is created agency-wide. 

Result: Outreach sessions with all regional and national programs increased buy-in for creating and publishing metadata by geospatial data owners agency-wide.  The GDG is still being fully implemented.  At the end of 2006, 90 percent of the EPA regions and 55 percent of the EPA National Program Offices were developing custom views of their data through the GeoData Gateway.

Sharing Data Between State and Federal Agencies

Challenge:  Effectively sharing the same critical infrastructure data between state and federal agencies is often problematic.

Action:  The State of Arkansas partnered with Techni-Graphic Services, Inc. (TGS) to provide data to the National Geospatial-Intelligence Agency (NGA).  The state provided information on selected critical infrastructure to TGS that modified the data according to the procedures established by NGA.  The data were then forwarded to NGA and the state for their respective uses.

Result: This effort clearly demonstrated that the states can both provide and receive benefits from participating in NGA’s efforts to develop a baseline of critical infrastructure information.  NSGIC will pursue making this process available to all states, based on the success of the Arkansas pilot project.

Sidebars:

	Developing the Street Address Standard

In FY 2006 the Address Standard Working Group (ASWG) closed the public comment period on the first draft, responded to all 149 comments received, revised the first draft extensively, posted the second draft for public comment, received almost 200 comments, and responded to all of them. In response, the ASWG has again made substantial revisions to the second draft standard, redefined or added several elements, clarified the relation of this standard to several other standards, and added XML models for each element and class. In addition, ASWG members have presented the draft standard at over a dozen conferences and federal committee meetings. 

The third draft standard will be presented to the FGDC Standards Working Group during the second quarter of FY 2007 for consideration for formal FGDC public review and adoption.

	Advancing Imagery for the Nation

The Imagery for the Nation (IFTN) initiative advanced closer to implementation during 2006.  The National Digital Orthophoto (DNOP) Committee reviewed the initial IFTN proposal that was forwarded by the National States Geographic Information Council (NSGIC) to the Federal Geographic Data Committee (FGDC).  Part of this activity included developing federal needs, identifying the program costs, and resolving the higher level issues related to the design of IFTN.  Working as partners, USGS and USDA funded and contracted for a Cost-Benefit Analysis (CBA) study that will be accomplished according to federal guidelines and delivered in June 2007.  In addition to federal concerns the CBA will include input from state and local governments, and the private sector.  
NSGIC completed a national survey on IFTN to determine if it had a “pulse” with state and local governments.  Of almost 1,900 respondents, 79 percent were very enthusiastic about the IFTN initiative while only 4 percent thought it was a bad idea.  The remaining 17% of respondents were neutral about IFTN.  A working group was also established to look at contracting issues between federal and state agencies.  This group began to explore additional elements regarding the program design, such as the “buy-up” options.  It will work into FY 2007 to improve the design of the IFTN initiative.
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